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ABSTRACT Software Project Management (SPM) is considered the key driver for the success or failure of
software projects. Project failure is caused by various factors, themost important of which is poor SPM. Thus,
we investigated the needs of practitioners by focusing on Project Management Q&A communities. More
precisely, we targeted Stack Exchange to identify the primary needs of software project managers. More
than 5000 SPM questions were analyzed from the conceptual model given by the Project Management Body
of Knowledge PMBOK. For pre-training of the Machine Learning classifiers, we implemented Bidirectional
Encoder Representations from Transformers (BERT) and Doc2Vec text embedding and compared their
performance. Our results showed that BERT outperforms Doc2Vec for pre-training in almost all scenarios.
Schedule management, followed by resource management, are the main PMBOK knowledge areas of
concern for project managers. Among the process groups, the emphasis of the questions is on planning.
We compared the findings with the learning and training status quo in 11 top Canadian universities.
We analyzed 46 SPM-related courses and found that the rank correlation of PMBOK knowledge areas
is 0.23 between the key content of the analyzed courses and the focus of Q&A’s knowledge areas analyzed
from Stack Exchange.

INDEX TERMS Software project management, PMBOK, stack exchange, BERT, Doc2Vec, learning,
industrial needs.

I. INTRODUCTION
Software Engineering is a knowledge-intensive discipline
concerned with all the aspects of software development and
evolution. Software Project Management deals with software
projects and the challenges of human-based development
(as opposed to the more deterministic processes in tradi-
tional projects). The higher flexibility in software devel-
opment approaches puts new demands on the capabilities
of software project management. Weaknesses in planning,
organizing, staffing, directing, and controlling are hard to
counter-balance by more efficiency in technical development
work [1].

The dramatic shift in Information Technology in the
recent past has resulted in new challenges in the software
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engineering industry. Various factors, such as unrealistic
project goals, inaccurate estimates, badly defined system
requirements, inadequate reporting of the project’s status,
unmanaged risks, and poor communication among cus-
tomers, developers, and users, could lead to project fail-
ure. Such failed project management can incur enormous
financial costs for companies. The Consortium for Infor-
mation and Software Quality determined that the total cost
of poor software quality in the United States in 2020 was
$2.08 trillion [2]. Successful SPM demands human experts
with a high level of knowledge [1].

Numerous resources are available for practitioners to
help them expand their knowledge and learn new skills.
Community Question and Answering (Q&A) is one of
the well-known examples of effective knowledge-sharing
sources in open online communities [3]. According to
Garousi et al. [4], practitioners are more likely to use a source
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of information, such as Q&A communities, to ask ques-
tions and share their knowledge. Therefore, these commu-
nities can be considered rich data sources. Furthermore, the
available textual data in these communities lead researchers
to the actual needs of practitioners. In this study, we tar-
geted Project Management Stack Exchange (PMSE),1 a
widely used project management Q&A community that is
a well-known community for project managers. In PMSE,
practitioners post questions that represent the concerns they
face during a software project’s life cycle, and other commu-
nity members can view, up-vote or down-vote questions and
respond to them. The Project Management Body of Knowl-
edge (PMBOK) [5], a standard terminology and guidelines
for project management, serves as the underlying conceptual
model of analysis.

Mining SPM communities provide fundamental insights
for further research and development for academia and indus-
try. The implications of these insights for SPM education are
investigated as an application. We compared the characteris-
tics of software project managers’ needs and concerns with
the SPM-related topics covered by instructors in university
courses. Even though work experience plays an irreplaceable
role in the growth of a software project manager, and the
role of education and learning in building up this career
cannot be denied. 46 SPM-related courses in the eleven top
Canadian universities were analyzed. Reviewing the courses’
description and agenda has exposed the status quo of SPM
education. A substantial gap between SPM education and
practitioners’ needs was found. Figure 1 depicts the workflow
of the various phases of this study.

Overall, this research investigates three research
questions (RQs):

• RQ1: Analyse the accuracy of classification results of
the Q&A’s from Stack exchange when combining Text
Embedding and Machine Learning using (Doc2Vec,
BERT) and (Random Forest, Support Vector Machine
(SVM), Naive Bayes), respectively.

• RQ2: What are the most critical PMBOK knowledge
areas and process groups, as analyzed in RQ1?

• RQ3: How well are SPM courses at the top 11 Cana-
dian Universities aligned with the needs stated
in RQ2?

The remainder of this paper is organized as follows:
Section II provides the content of related work. Section III
describes the data collection process and descriptive analysis
of the data collected. Section IV presents the classification
method. The results answering the stated research questions
are the content of Section V. Finally, in Section VI, a discus-
sion and future work are presented.

II. RELATED WORK
A. Q&A COMMUNITIES
Due to the rich sources of valuable data, numerous stud-
ies have explored different Q&A communities such as

1https://pm.stackexchange.com/

Yahoo! Answers [6], Quora [7], Stack Overflow [8], [9],
[10], and [11] for different purposes. Such purposes include
the identification of important conversations [12], uncov-
ering the crucial factors that contribute to unanswered
questions [13], addressing duplicate questions and quality
issues [14], and designing an interactive approach for search-
ing questions [15].

Most Q&A community studies in Software Engineering
are dedicated to Stack Overflow. The study [16] conducted
on PMSE is a predecessor to this paper. The authors gathered
data from popular Q&A sites such as Stack Overflow, Quora,
and PMSE to understand the most challenging Requirements
Engineering topics relevant to practitioners. They have used
Latent Dirichlet Allocation (LDA) and statistical analysis to
explore RE’s main topics of interest from a practitioner’s
perspective. Our research focuses on Stack Exchange, the
primary Q&A community for project managers, to identify
the critical needs of project managers.

B. ANALYSIS OF TEXTUAL DATA IN SOFTWARE PROJECT
MANAGEMENT
The second stream of the literature includes research
that applied Artificial Intelligence (AI) tools for analyz-
ing SPM. The tools included neural networks, deep learn-
ing [17], and ML methods [18]. Using three ML algo-
rithms (SVM, neural networks, and generalized linear mod-
els) and cross-validation, Pospieszny et al. [19] built a
decision support tool for effort and duration estimation
for organizations that develop or implement software sys-
tems. In another study, Gobov and Huchenko [20] ana-
lyzed the current state of requirements elicitation techniques
in different software project contexts and defined influ-
encing technique selection based on the two classification
models.

Other studies in this stream analyze textual data generated
by users using different embedding techniques. Ahmadi [21]
proposed the Deep QA-Miner method based on deep neural
networks to analyze the textual data of Stack Exchange to
extract the needs of SPM practitioners. THe also examined
the accuracy of the Deep – QA miner method compared
with traditional ML methods and common simple structured
deep neural networks in terms of accuracy. Results show that
the Deep-QA miner method outperforms the other methods.
In another study, de Araújo and Marcacini [22] presented
the RE-BERT model to identify software requirements from
app reviews. They implemented the RE-BERT model on
eight different apps, and their results show that RE-BERT
outperforms existing methods. In order to resolve the issue
of low accuracy, Gao [23] developed a sentient classification
model using pre-trained BERT that can extract the abstract
text features of a single character based on the context seman-
tic relationship with high accuracy. In our paper, we use
two text embedding techniques, BERT and Doc2Vec, to use
textual data for ML methods and then extract practitioners’
needs.
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FIGURE 1. The conceptual model and workflow of the paper.

C. SPM EDUCATION
SPM education is the focus of papers in the third stream of the
literature. Some studies aim to improve SPM learning value
by using games and simulators [24], [25], and [26]. Other
papers tried to reduce gaps between industry needs and uni-
versity courses by taking advantage of literature [27] and [28].
Considering the major SPM activities recommended in the
literature, [28] formulated an SPM graduate course. To iden-
tify the needed areas for further improvement, they com-
pared their executed approach with the Portfolio, Program,
and Project Management Maturity Model (P3M3) in SPM
processes. Reviewing 33 papers from literature, [27] identi-
fied the most crucial industry-requested skills and revealed
knowledge deficiencies in graduating Software Engineering
students.

D. ANALYSIS OF THE NEEDS OF PRACTITIONERS
Some of the previous studies used surveys to determine
the needs of practitioners. JS Makahaube [29] employed
seven knowledge areas adapted from the PMBOK with thirty
individual processes, including integration, scope, sched-
ule, cost, quality, communication, and risk management,
with five statements assigned to each project management
process. Consistent with the Project Management Maturity
Model (PMMM), five statements define the characteristics
of each maturity level, with level one being the least mature
and level five being the most mature. The survey results
show risk management at level one, while scope, schedule,

communication, and quality management are at level two.
Finally, integration and cost management are at the third
level. According to the survey results, risk, scope, schedule,
communication, quality, integration, and cost management
are the areas that require more consideration and improve-
ment. According to [30] the primary needs of practitioners
in PMBOK area tasks are integration management, time
management, risk management, scope management, commu-
nications management, resource management, procurement
management, quality management, and cost management,
respectively. [31] identified practitioners are more concerned
with integration, time, scope, resource, cost, risk, quality,
communication, and procurement management. Finally, [32]
discovered the main needs of practitioners in PMBOK
area tasks are time, scope, communication, integration,
risk, quality, cost, procurement, and resource management
respectively.

In terms of PMBOK process groups, Pereira et al. [5]
demonstrated that the majority (87.8%) of participants’ needs
are in the planning phase, which causes the project’s fail-
ure. [30] also discovered planning, monitoring, executing,
initiating and closing respectively are the main needs of
practitioners.

III. DATA COLLECTION AND ANALYSIS
To understand the primary needs of practitioners in this
community, we mined 5335 questions and their attributes
from PMSE across ten years (2011/01 to 2020/02) for our
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TABLE 1. Data dictionary and descriptive statistics for our dataset.

analysis. Using the Delphi method [33] with four experts for
creating our training set, a random sample of 1000 questions
were classified from four different perspectives: PMBOK
area, PMBOKprocess group,Managerial-level vs. Technical-
level, and Situational-describing vs. Knowledge-seeking.

A. DATA COLLECTION
Registered users in the Stack Exchange community can
publish and vote on questions. When a questioner posts
a question, registered and unregistered users can view
it, and the registered users can up-vote, down-vote, and
answer it. For our analysis, we collected publicly avail-
able data regarding 5,335 questions containing information
about questions and questioners from the PMSE section of
the Stack Exchange community over the period spanning
January 4, 2011, through February 10, 2020. For each ques-
tion, we collected the identification number, body, title,
assigned tags, the total number of up-votes minus down-
votes, the total number of answers, the number of times a
question is viewed, the date when the question was asked,
and its actual status. The data crawled and used for this study
can be accessed on our website.2

Each question’s status can be unanswered (when there is
no answer), answered (when there is at least one answer
but it has not been marked as accepted by the questioner),
or answered-accepted (when one of the answers has been
marked as accepted by the questioner). We also garnered the
reputation score for each questioner. Questioners’ reputation
score is a ‘‘simplified’’ measure of how much value they
have brought to the community by asking and answering
other users’ questions. For data pre-processing, we used two
well-known Python libraries, NLTK and SpaCy, to perform
pre-processing steps to remove HTML Snippets, links, and
punctuation.

B. ANALYSIS AND ANNOTATION PROCESS
Table 1 provides summary statistics for various metrics.
Of the 5335 questions, 2676 questions were answered,
2596 were answered-accepted, and only 63 were
unanswered. A randomly drawn sample of 1000 ques-
tions was created. Using the Delphi method involv-
ing a group of four experts, these 1000 questions were
labeled from four different perspectives: the PMBOK

2https://github.com/alirzahmadi/DeepQA-Miner

area, the PMBOK process group, managerial-level concerns
versus technical-level concerns, and Situational-describing
scenarios versus Knowledge-seeking questions.

A Delphi study aims to obtain consensus from a group
of experts through repeated questionnaire responses and
controlled feedback [34]. One significant advantage of this
approach is that it avoids direct conflict between experts. The
Delphi method works as follows. First, the group facilitator
chooses a group of experts based on the topic under con-
sideration. Following confirmation of all participants, each
group member is sent a questionnaire with instructions to
comment on each topic based on their personal opinion, expe-
rience, or previous research. The questionnaires are returned
to the facilitator, who organizes the responses and creates
copies of the data. Each participant receives a copy of the
compiled comments and the opportunity to comment further.
After each comment session, all questionnaires are returned
to the facilitator, who determines whether another round is
required or whether the results are ready for publication. The
questionnaire rounds can be repeated as often as necessary to
achieve a consensus.

In our study, each Delphi participant had at least two years
of experience in SPM, and three of them were co-authors of
this paper. After an independent assessment of each ques-
tions’ label, Delphi participants attempted to reach a con-
sensus on the overall label of the questions. A researcher
facilitated a discussion of the evaluations, where conflicting
views were negotiated and a consensus was reached. A con-
flict occurs when there is no complete unanimity. Two stages
have been taken to resolve any conflicts. In the first stage,
the labeling team members shared opinions and attempted
to achieve unanimity in their classification. Any remaining
conflicts from stage one are discussed in the second stage.
As shown in Table 2, a complete agreement was achieved for
all 1,000 questions.

For managerial-level vs technical-level, binary classifica-
tion is used to determine whether a question is at the manage-
rial or technical level. This viewpoint focuses on the level and
type of information requested by the questioner. For example,
if a question is asked about project management concepts,
concerns, or situation handling, it is at the managerial level;
otherwise, it is a technical-level question. Examples of tech-
nical level questions include finding/editing a feature in a PM
tool such as Microsoft Project or finding the best resources to
prepare for the PMP certification exam.
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TABLE 2. Frequency of each class in PMBOK area using Delphi method: The number of conflicts in two stages of labelling process show that by the third
stage, a complete agreement was achieved.

For the situational-describing vs knowledge-seeking view-
point, we dive deep into the questions classified as
managerial-level. This viewpoint focuses on the questioner’s
preferred method of asking the question about the con-
text of the question. The questions are divided into two
categories. First, situational-describing is when questioners
describe a situation (scenario) to seek advice on how to
deal with it (decision-making). Knowledge-seeking refers
to the questions where questioners ask about a technique,
method, definition, or concept related to project manage-
ment. Note that there is a chance that questioners in the
Knowledge-seeking class deal with a decision-making sce-
nario, but they have been able to formulate their needs for a
knowledge-seeking question. 820 questions are categorized
as managerial-level questions, 503 of which are situational-
descriptive, and 317 are knowledge-seeking questions.

IV. METHODOLOGY
It is not practical to manually classify thousands of ques-
tions and answers. Automation could help to accommodate
a large data set. Thus, we explored how Machine Learn-
ing (ML) can be applied to classify the extended data set.
Using the data collected in the Delphi study as the ground
truth for the training/testing set, we utilize automated meth-
ods of generating category predictions for the four differ-
ent labeling perspectives. We compare three ML algorithms:
Random Forest, Support Vector Machine, and Naive Bayes.
We compare the performance of these three algorithms when
combined with two text embedding techniques, BERT and
Doc2Vec. BERT and Doc2Vec convert the questions’ textual
content into numerical vectors used to train and test the
ML algorithms.

We will show that classification results are substantially
more accurate using BERT, especially for the multi-category
classifications of the PMBOK area and the PMBOK process
group, and this behaviour is regardless of the ML method
used. The best ML methods are then used to classify the
remaining 4335 questions.

A. BERT
BERT (Bidirectional Encoder Representations from Trans-
formers) is a state-of-the-art language representation model
developed at Google lab [35]. The use of transformers enables
to capture of the contextual relationship with the words and
sub-words, which makes it a state-of-the-art model. BERT
has proven to be effective in a variety of NLP tasks, such

as question answering, language inference, and predicting
relationships between sentences.

In this study, we use the BERT basemodel, which is trained
on English Wikipedia. It exploits 12 layers or transformer
blocks, 768 hidden units in each layer, and 110 million
parameters. Although the basic BERT model can be further
fine-tuned using task-specific data, we use the BERT model
in the feature-based approach mainly for two reasons. First,
task specific data is lacking for further fine-tuning. Secondly,
pre-trained BERT models have proven to be approximately
0.3 units behind fine-tuned BERT model for most NLP
tasks [35] in terms of the F1, a measure used to understand
the performance of the ML model which ranges from 0 to 1.

B. Doc2Vec
Doc2Vec [36] is a context-independent word embedding
method based on artificial neural networks. It generates a
vector representing the document (in our context a sentence)
to predict the target word.

V. ANSWERING RESEARCH QUESTIONS
In this section, the results are organized according to the three
research questions formerly raised.

A. ANSWERING RQ1: ANALYSE THE ACCURACY OF
CLASSIFICATION RESULTS OF THE Q&A’s FROM STACK
EXCHANGE WHEN COMBINING EMBEDDING AND
MACHINE LEARNING
We used two previously discussed text embedding
methods (BERT and Doc2Vec) to answer this research ques-
tion. We combined them with three ML classification meth-
ods. To determine the best combination of text embedding
technique and ML algorithm, we first compared the results
of the three ML methods (Random Forest, Naive Bayes,
and SVM) after hyper-parameter tuning using BERT
pre-training versus Doc2Vec pre-training. Hyper-parameter
configuration for machine learning models has a direct
impact on the model’s performance. These parameters are
configured to achieve optimal model performance [37].
Thus, model-specific parameters for the SVM and Random
Forest methods were tuned, and the accuracy significantly
improved.

As shown in Table 4, for the PMBOK area classification,
BERT outperforms traditional Doc2Vec in terms of accuracy
for all ML classifiers except Random Forest in the PMBOK
area. Results using BERT pre-training are substantially better
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for all other metrics (F1, precision, and recall) compared
to results using Doc2Vec pre-training. Comparing the three
ML methods using BERT pre-training for the PMBOK area
classification, the Random Forest classifier slightly outper-
forms SVM on all four metrics (F1, Accuracy, Precision, and
Recall). Furthermore, Random Forest and SVM substantially
outperform the Naive Bayes method.

As shown in Table 4, the use of BERT pre-training gener-
ally enables better performance on all metrics with just a few
exceptions. Overall, the use of BERT pre-training, compared
to Doc2Vec pre-training, dramatically enhances the perfor-
mance of both Random Forest and SVM. Using BERT pre-
training, Random Forest slightly outperforms SVM.

Results for Managerial versus Technical classification are
shown in Table 4. Again, Random Forest and SVM outper-
form the Naive Bayes method using both BERT pre-training
and Doc2Vec pre-training. The results using BERT and
Doc2Vec pre-training are similar for both the Random Forest
and SVM methods. Finally, results for Knowledge versus
Scenario classification are shown in Table 4 demonstrate the
same results in terms of accuracy except for SVM.

In conclusion, we demonstrated that BERT pre-training
achieves generally better results than the use of Doc2Vec
pre-training, especially for the more complex multi-category
classification tasks. Additionally, Random Forest and SVM
substantially outperform Naive Bayes. We concluded that
combining BERT pre-training with Random Forest and SVM
generally produced the best classification results. Therefore,
we used BERT pre-training with Random Forest and SVM
for our remaining analysis.

B. ANSWERING RQ2: WHAT ARE THE MOST CRITICAL
PMBOK KNOWLEDGE AREAS AND PROCESS GROUPS?
The results of classifications for the remaining 4,335 ques-
tions are presented in Figure 2. Schedule management gen-
erates the most questions at 46.21% for Random Forest and
42.02% for SVM. The next most prominent knowledge area
is resource management, at 17.61% for Random Forest and
16.37% for SVM. A few questions were related to procure-
ment and risk management, which were below 1.42%. This
exceedingly low portion of risk management questions was
opposite to our expectations.

Classifications for the PMBOK process group perspective
are shown in Figure 2. Planning is the most frequent group
classification in the set of questions, with estimates of 46.56%
for Random Forest and 42.01% for SVM. Executing is next at
22% and 25.34% for Random Forest and SVM, respectively.
Initiating, monitoring and closing are all at or below 20%. It is
worthmentioning that the least frequent group is closing, with
1.50% for Random Forest and 1.52% for SVM. This phase is
mostly overlooked during SPM.

Our results also find that more than 95% of the com-
munity topics target managerial concepts instead of techni-
cal topics. Among these 95% percent managerial questions,
in more than 68% of the cases, questioners describe a spe-
cific situation. These cases can be mapped to challenging

decision-making scenarios. We also examined changes in
PMBOK knowledge areas related to questions and PMBOK
process group needs over time, using all (5335) questions.
As shown in Figure 4, Schedule management is consistently
dominant compared to other areas. Resource and scope man-
agement are growing in relative importance, whereas integra-
tion management is declining in prominence. According to
the results of Figure 5, planning dominates all other process
groups every year. It increases over time while the questions
related to executing appear to be declining. For the other three
process groups (initiating, monitoring and closing), there
have been no significant changes over time.

Consistent with our expectations, our findings indicate
that schedule, scope and integration management require
more attention and improvement. However, opposite to our
expectations, risk management is not a major concern. Our
findings also show that resource management is one of the
main concerns of practitioners. Furthermore, our findings in
the PMBOK process group revealed that the planning phase
is the primary concern of most of the PMSE questioners.

We also analyzed the PMBOK knowledge area questions
in their occurrence across the process group timeline for the
entire data set. Table 3 shows the questions for each primary
PMBOK knowledge area for each PMBOK process group.
A large number of questions belong to the schedule manage-
ment and planning group. Interestingly, our results show that
the executing phase of projects brings considerable concerns
in dealing with resources and stakeholders. It also shows that
planning the scope is a challenging step for practitioners.

C. ANSWERING RQ3: HOW WELL ARE SPM COURSES AT
THE TOP 11 CANADIAN UNIVERSITIES ALIGNED WITH
THE NEEDS STATED IN RQ2?
Mining SPM communities provide a fundamental insight
that can be leveraged in different possible directions. These
insights may result in further research and development
for academia and industry. In this section, we answer the
third research question by comparing the characteristics of
software project managers’ needs and concerns with the
SPM-related topics covered by courses in 11 Canadian uni-
versities.

First, to come up with a comprehensible picture of the
SPM-related topics, we studied the SPM-related courses at
top-ranked [38] universities in Canada:

1) University of Toronto
2) McGill University
3) University of British Columbia
4) Université de Montréal
5) University of Alberta
6) McMaster University
7) University of Waterloo
8) Western University
9) University of Calgary

10) Queen’s University
11) University of Ottawa
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FIGURE 2. Ranking of PMBOK knowledge areas based on frequency of questions.

TABLE 3. Questions of PMBOK knowledge area per process group.

Apart from a direct Google search, the department websites
were accessed to ensure no course was missed. Both Com-
puter Science and Electrical &Computer Engineering depart-
ments were targeted. In other words, the courses considered
are the ones that are offered specifically for students with a
software-related major. At the same time, most universities
have business/management departments or project manage-
ment programs offering general PM courses. Although there
are specialized courses for SPM, as long as a part of the
course agenda is linked to SPM-related concepts, the course
is selected for investigation. This process has resulted in
46 courses. The level of available information varied between
the courses. There were courses with a dedicated web page
showing the course’s goals, the topics covered per week, the
assignments, and the course’s outcome for students. Con-
versely, courses are explained in a short paragraph on the
course catalogue web page, mentioning its goal and overall
concepts. All the available information is used to structure
the topics covered during the semester. The list of courses
is brought in Section VI as an appendix. This list includes

the university name, department name, course name/code,
graduate/undergraduate level, and access link.

The amount and type of material dedicated to SPM are
different across the courses. Therefore, the courses are cate-
gorized into four categories based on covering SPM concepts.
The categories, along with their main attribute, are listed
below:

1) Full: The whole agenda is dedicated to SPM.
2) Partial: Only a part of the topics is about SPM.
3) Specialization: All the agenda is about a specific area

in the SPM.
4) SA: The course is dedicated to Software Analytics

for SPM.
Figure 6 shows the number of courses in each category

separated based on the course level.
The majority of the undergraduate courses are offered for

one specific SPM area. The second largest category includes
courses that partially cover SPM concepts. These courses
are usually offered under titles similar to ‘‘Introduction to
Software Engineering’’ or ‘‘Software Engineering Project.’’
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TABLE 4. BERT and Doc2Vec results after hyperparameter tuning for different perspectives.

FIGURE 3. Main characteristics of practitioners’ needs in PMBOK process group.

Surprisingly, there are only ten courses entirely dedicated to
SPM. Out of these, only one of them is a graduate course.

The 21 courses, categorized as specializations, cover only
four different areas of SPM. The majority of the courses are
concerned with scope management. The main activities cov-
ered in these courses are requirements elicitation, modeling,
validating, and tracking. There is only one course dedicated
to schedule and communication management, where the cov-
ered material of the latter is about technical communication
during a software project and the primary communication
skills needed in the industry.

Thirteen courses have devoted a part of their agenda to
SPM concepts. The detailed assessment of related concepts
revealed the following findings:

1) In four courses, by introducing SPM, an overview of
different areas is provided. The main effort in these
courses has been to cover the main areas of software
engineering involved in the development process.

2) Two courses have targeted agile methodologies. Both
courses have a final project, and the students are asked
to apply one of the agile methodologies in their course
projects.

5436 VOLUME 11, 2023



A. Ahmadi et al.: Learning Software Project Management From Analyzing Q&A’s in the Stack Exchange

TABLE 5. The percentage of each class in PMBOK area perspective.

TABLE 6. The percentage of each class in the PMBOK process group.

FIGURE 4. 9-year trend lines for PMBOK knowledge areas using Random
Forest: Percentages of annual questions .

3) One of the courses has looked into SPM from a busi-
ness viewpoint. By looking at the software market’s
challenges, procurement, quality, and cost management
shape the main SPM-related concepts of this course.

4) Six courses have included concepts linked to three spe-
cific areas of SPM. Similar to specialization courses,
the three covered areas are scope, quality, and commu-
nication management.

We only found ten courses fully dedicated to SPM.
Although all these courses try to provide an overview of
all components of SPM, some areas are being emphasized
according to their agenda. Schedule management is an insep-
arable aspect of these courses. Also, five courses have
highlighted risk management techniques. Only three (two)
courses have explicitly mentioned resource (cost) manage-
ment, respectively. One course also allocates a part of the
agenda to SPM tools.

FIGURE 5. 9 year trend lines for PMBOK process groups using Random
Forest results: Percentages of annual questions .

FIGURE 6. The counts of courses in different levels based on the amount
of SPM-related teaching material.

We also listed the concerns in PMBOK areas for com-
parison (Table 7). The second column resulted from SPM
QA community analysis and is considered a proxy for the
status quo in the industry. The analysis of the course described
above is taken as the status quo for teaching SPM in the
third column. The results of a systematic mapping study by
Nayebi et al. [39] were used as another proxy for reflecting
the focus of research in SPM. The ranking of areas is given
as the fourth column of the table.

There are differences between the rankings of the three
perspectives. For example, as the most favourite research
area, cost management was found as one of the practitioners’
lowest concerning area. Although there are only ten areas
to be ranked, as an attempt to formulate the alignment of
viewpoints, the ranking correlation between each pair of two
was calculated. The resulting values are shown in Table 8.

While the correlation between community rankings and
education is low, the correlation between community and
research is even negative. The highest correlation has resulted
from areas’ ranking (order) in SPM research and education.
The reason may be that researchers and instructors share
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TABLE 7. The ranking of PMBOK areas from different viewpoints.

TABLE 8. Rank correlation among PMBOK knowledge areas.

the same communities and likely have common interests.
Although the trend during the last five years is not available,
a general consideration for SA researchers would be shifting
the focus to match software project managers’ real needs.
This may also result in the tools, dashboards, and techniques
to support them during the project.

VI. DISCUSSION OF LIMITATIONS AND FUTURE WORK
The dynamic changes and dramatic complexity increase in
our world are mapped to software project knowledge that
needs to be up-to-date. Practitioners tend to access and par-
ticipate in Q&A sites like Stack Exchange, which can be a
great source of information. Practitioners use these channels
to ask inquiries and express their concerns. As a result, the
accessible textual data can guide researchers to the actual
needs of practitioners. In this study, we used a variety of
ML methods as well as descriptive statistics to identify the
primary needs of practitioners. According to our findings,
schedule management is the most concerning area for soft-
ware project managers, and planning is the most challenging
phase for them.

There are several limitations to our study. We are limited
to Canadian universities, which does not allow generalization
to other countries. The analysis reveals a strong gap between
what is taught in these courses and what is discussed in Stack
Exchange. Similar investigations based on programs outside
Canada would be needed to obtain a complete picture. Most

former work is limited to finding the areas of main concern.
While SPM is of pivotal importance for software project
success, there is almost no analysis in the literature that relates
the teaching of SPM to its industrial needs. An additional
limitation comes from the restricted time frame. Even though
ten years is substantial, the crawling was finished in 2020 and
might not cover the most recent trends.

The Q&A’s from Stack Exchange is considered a proxy for
industrial needs, which is a simplification of reality. Using the
established framework of PMBOK helps at least to cover the
whole range of responsibilities of SPM. Online blog posts,
technical reports, and Q&A communities are the trusted
sources for practitioners to access data [4]. Practitioners tend
to share their concerns through Q&A communities and seek
any advice and help. Therefore, these communities are good
venues for accessing their actual daily needs. However, the
results need to be synthesized with the findings from pos-
sible other communities and the application of knowledge
elicitation techniques such as interviews, observations, and
document retrieval. With all the given limitations, the inter-
pretation of all the results should be more qualitative than
quantitative.

The analysis of Q&A sites like Stack Exchange was based
on formulated questions. However, not all difficulties faced
by real-world SPM can be easily formulated as a question.
One tentative example of that is Risk Management. Appear-
ance and reasons for challenges in Risk Management are
more intangible and more difficult to get an answer for. The
survey conducted by Makahaube [29] has Risk Management
as the highest priority, which contradicts the results shown
in Figure 4.

Another avenue of future work would be to differentiate
between different types of projects and practitioners. ‘‘One
size does not fit all’’ also applies to SPM methods and
techniques. The project domain, the size of the project, and
its criticality might trigger individual knowledge needs. Our
dataset has additional attributes for each question, such as the
number of votes, the number of views, the author’s reputation
score, etc. One possible research question can be finding the
factors contributing to a question getting answered in a more
specific context.

Software engineering practices such as agile frameworks
and open-source software development have been largely
influential in the area of Software Project Management.
Exploring their implications in this study would be part of
future work.

APPENDIX A
ANALYZED SPM-RELATED UNIVERSITY COURSES
In this appendix, the 11 courses evaluated for RQ3 are
listed. For each course, the name of the university, depart-
ment/program, and course along with the course level and the
accessed link ( icon) are provided.

1- University of Toronto, Computer Science, CSC 301:
Introduction to Software Engineering - Undergraduate
level

5438 VOLUME 11, 2023

https://fas.calendar.utoronto.ca/section/Computer-Science


A. Ahmadi et al.: Learning Software Project Management From Analyzing Q&A’s in the Stack Exchange

2- University of Toronto, Electrical and Computer Engi-
neering, CSC 444: Software Engineering - Undergraduate
level

3- McGill University, Computer Science, COMP 361D1:
Software Engineering Project - Undergraduate level

4- McGill University, Electrical and Computer Engineer-
ing, ECSE 326: Software Requirements Engineering -
Undergraduate level

5- McGill University, Electrical and Computer Engineer-
ing, ECSE 428: Software Engineering Practice - Under-
graduate level

6- McGill University, Electrical and Computer Engineer-
ing, ECSE 611: Software Analytics - Graduate level
7- University of British Columbia, Electrical and Com-

puter Engineering, CPEN 421: Software Project Manage-
ment - Undergraduate level

8- University of British Columbia, Electrical and
Computer Engineering,CPEN 523: Software Project Man-
agement - Graduate level

9- Université de Montréal, Polytechnique Engineering,
LOG 3000: Software Engineering Process - Undergraduate
level

10- Université de Montréal, Polytechnique Engineer-
ing, LOG 1000: Software Engineering - Undergraduate
level

11- Université de Montréal, Polytechnique Engineering,
LOG 8371: Software Quality Engineering - Graduate
level

12- University of Alberta, Computer Science, CMPUT
401: Software Process and Product Management - Under-
graduate level
13- University of Alberta, Computer Science, CMPUT

402: Software Quality - Undergraduate level
14- University of Alberta, Electrical and Computer Engi-

neering, ECE 321: Software Requirements Engineering -
Undergraduate level

15- University of Alberta, Electrical and Computer Engi-
neering, ECE 322: Software Testing and Maintenance
Engineering - Undergraduate level

16- McMaster University, Software Engineering,
SFWRENG 3I03: Communication Skills - Undergraduate
level

17- McMaster University, Software Engineering,
SFWRENG3K04: Software Development - Undergraduate
level

18- McMaster University, Software Engineering,
SFWRENG 3RA3: Software Requirements And Security
Considerations - Undergraduate level

19- McMaster University, Software Engineering,
SFWRENG 3XA3: Software Engineering Practice &
Experience: Software Project Management - Undergradu-
ate level

20- McMaster University, Computer Science, COMPSCI
3EA3: Software Specifications and Correctness - Under-
graduate level

21- University of Waterloo, Computer Science, CS
430: Applications Software Engineering - Undergraduate
level

22- University of Waterloo, Computer Science & Com-
puter Engineering & Software Engineering, CS 445 - ECE
451 - SE 463: Software Requirements Specification and
Analysis - Undergraduate level

23-University ofWaterloo, Computer Science&Computer
Engineering & Software Engineering, CS 447 - ECE 453 -
SE 465: Software Testing, Quality Assurance and Main-
tenance - Undergraduate level

24- University of Waterloo, Computer Science, CS 645:
Software Requirement Specification & Analysis - Grad-
uate level

25-University ofWaterloo, Computer Science&Computer
Engineering,CS 647 - ECE 653: Software Testing, Quality
Assurance and Maintenance - Graduate level

26-University of Waterloo, Software Engineering, SE 101:
Introduction toMethods of Software Engineering - Under-
graduate level

27-University of Waterloo, Software Engineering, SE 390:
Design Project Planning - Undergraduate level

28-Western University, Computer Science,CS 3377: Soft-
ware Project Management - Undergraduate level

29- Western University, Computer Science, CS 4472A:
Specification, Testing and Quality Assurance - Undergrad-
uate level

30- Western University, Software Engineering, SE
3351A/B: Software Project & Process Management -
Undergraduate level

31- Western University, Software Engineering, SE
3352A/B: Software Requirement and Analysis - Under-
graduate level

32- Queen’s University, Computer Science & Computer
Engineering, CISC-SOFT 423: Software Requirements -
Undergraduate level

33- Queen’s University, Computer Science & Computer
Engineering, CISC-CMPE 327: Software Quality Assur-
ance - Undergraduate level
34-Queen’s University, Computer Science&Computer Engi-
neering, CISC-CMPE 320: Fundamentals of Software
Development - Undergraduate level
35- University of Calgary, Computer Science & Computer

Engineering, SENG 511: Software Process and Project
Management - Undergraduate level
36- University of Calgary, Computer Science & Computer

Engineering, SENG 471: Software Requirements Engi-
neering - Undergraduate level
37- University of Calgary, Computer Science & Computer

Engineering, SENG 300: Introduction to Software Engi-
neering - Undergraduate level
38- University of Calgary, Computer Science & Computer

Engineering, SENG 607.8: Special Topics in Software
Engineering (Analytical Software Project Management)
- Graduate level
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39- University of Ottawa, Computer Engineering, GNG
2101: Introduction to Product Development andManage-
ment for Engineers and Computer Scientists - Undergrad-
uate level

40- University of Ottawa, Software Engineering, SEG
2105: Introduction to Software Engineering - Undergrad-
uate level

41- University of Ottawa, Software Engineering,
SEG 3103: Software Quality Assurance - Undergraduate
level

42- University of Ottawa, Software Engineering,
SEG 3101: Software Requirements Analysis - Undergrad-
uate level

43- University of Ottawa, Software Engineering, SEG
4105: Software Project Management - Undergraduate
level

44- University of Ottawa, Computer Engineering, ELG
5100: Software Engineering Project Management -
Undergraduate level

45- University of Ottawa, Computer Science, CSI 5111
Software Quality Engineering - Undergraduate level

46- University of Ottawa, Computer Science, CSI 5112:
Software Engineering - Undergraduate level
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